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ABSTRACT

The work is dedicated to the solution of an important scientific and technical problem: building a diagnostic decision-support
system in medicine. The foundation of this system is a model developed as a heterogeneous ensemble classifier, which implements
two primary approaches to formulating a diagnostic conclusion through basic models. The first of these approaches is probabilistic. It
is based on the analysis of a training sample of patients with a confirmed diagnosis, which enables estimation of the probability of the
presence of a particular disease based on available data. The second approach is expert-based, relying on expert information about
the structure of symptom complexes that characterize each individual disease. It is important to note that both of these approaches
address the same problem from different perspectives, and their combined use holds great promise for developing effective
diagnostic systems. The purpose of this study is to synthesize a heterogeneous ensemble classifier that integrates both expert and
probabilistic components into the diagnostic process. An analysis of various diagnostic methods used by doctors in alignment with
the current requirements of evidence-based medicine was carried out as part of the study. Methods of constructing diagnostic
decision rules in medical decision-support systems were also considered. Based on these studies, a mathematical model of a
heterogeneous ensemble classifier was developed, with the choice of its constituent parts being justified. Widely used classification
methods were selected as the probabilistic component in this system, particularly the standard comparison method, the k-nearest
neighbors method, and the potential functions method. Expert knowledge concerning the structure of symptom complexes is
formalized by expressing the symptom complexes of each disease in the form of numerical intervals. In this framework, linguistic
variables are used, which can indicate “below the norm”, “norm”, or “above the norm”. Various strategies for aggregating different
types of basic models within the heterogeneous ensemble classifier are reviewed. This approach preserves the advantages of each
method and enhances the overall classification accuracy. Requirements for the developed system's functionality were formulated,
design tools and the main development platform (Java) were defined, and the database management system (MySQL). The decision-
support system was designed, and a comprehensive evaluation of the developed system was conducted on real medical data. The
results of these tests confirmed the effectiveness of the system.
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INTRODUCTION Most of these systems are aimed at automating
the examination of patients in various areas of health
care [11, 12], [13], focusing on the detection and
registration of diagnostic signs (disease markers)
[14, 15] and the processing of biomedical signals
[16, 17], [18] and images [19, 20], [21].
However, despite this progress, the problem of
synthesizing diagnostic decision rules remains
relevant, as the reliability and accuracy of diagnostic
conclusions largely depend on the quality and
structure of these rules.

One approach to solving this problem is the

The development of a high-tech society
contributes to implementing scientific and
technological advancements in the important yet
insufficiently  formalized field of medical
diagnostics. Today, there are seven levels of medical
information systems (MIS) [1, 2], [3], ranging from
electronic medical records to intelligent decision-
support systems [4, 5] that integrate synergistic
databases [6], artificial intelligence methods [5, 7],
and telemedicine capabilities [8, 9], [10].

integration of medical information from various
sources and the development of complex diagnostic
models to provide a deeper understanding of the
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patient's condition and, as a result, improve the
quality of medical decisions [22, 23].

The ethical aspects of implementing such
systems are also important, particularly in protecting
patients' personal data and ensuring transparency in
decision-making.

GENERAL PROBLEM STATEMENT

Diagnosis, derived from the Greek word
didyvmotlg, means recognition or identification. It is
a medical conclusion that characterizes functional
health, the patient's morphological condition, as well
as existing diseases or injuries. A diagnosis may
include observed changes in the body and
explanations of the causes that led to a fatal
outcome. Accordingly, a diagnosis is a structured
conclusion based on established classifications of
diseases.

Traditional primary diagnosis is based on a
comprehensive examination of the patient, an
analysis of medical history (anamnesis), patient
complaints, and objective symptoms revealed during
a physical examination, as well as instrumental and
laboratory testing.

The practicing doctor uses the following logic
for diagnosis, which corresponds to the principles of
evidence-based medicine [24]:

— detection of deviations from normal indicators
of the body's condition;

— interpretation of deviations and their
significance (whether they are of physiological or
pathological nature, and their possible connection to
a specific nosological form);

— the detected signs (symptoms) of the disease
are combined by the doctor into symptom complexes
(@ set of symptoms that share a common
pathogenesis and manifest in a specific disease),
forming the basis for a diagnostic conclusion.

Important factors in this process are the
professional skills of the doctor, as well as the
experience of clinicians in this medical specialty,
which is documented in medical handbooks and can
be considered an expert assessment of each disease.

In modern MIS, diagnostics is formalized as a
classic classification problem, where the model of
the diagnostic object is perceived as a “black box”
and the relationship between the formalized states of
the diagnostic object Y and the vector of input
features X, i.e., Y=1(X) [1, 25], [26]. This
probabilistic relationship is established during the
training stage of the classifier model by analyzing a
training sample of patients with confirmed

diagnoses.  However, there are significant
challenges. First, it is not always possible to form a
representative sample, especially for rare diseases.
Second, practicing doctors do not always trust the
results of computer diagnostics and may experience
difficulties in interpreting these diagnostic results.

Since these approaches consider the same
problem from different points of view, a
combination of traditional and formalized diagnostic
methods is a promising direction. The combination
of various classifier models and the aggregation of
their results is possible by developing a
heterogeneous ensemble classifier, which increases
the accuracy and reliability of individual classifiers
and allows doctors to use computer system results
more confidently in their practice.

ANALYSIS OF RECENT RESEARCH AND
PUBLICATIONS

Today, there is a wide range of computer
decision support systems (CDS), which are actively
used in various fields, particularly in medicine,
where their role is extremely important [4, 5], [6].
These systems typically use a variety of
mathematical techniques that significantly contribute
to the decision-making process. Among them,
several main categories can be distinguished, which
differ in their nature and approaches to data analysis.

First, deterministic methods [1, 27] include
those based on clear and defined rules and
algorithms. These methods generally provide
accuracy and reproducibility of results, which is an
important factor in critical situations such as medical
diagnoses.

Secondly, probabilistic methods [28, 29] use
statistical approaches to estimate the probability of
events and possible outcomes. They are especially
useful in conditions of uncertainty, where traditional
deterministic models may not be sufficient for
adequate decision-making.

Methods based on pattern recognition theory are
also an important area [1, 30]. These methods allow
for the automatic classification of data and the
detection of patterns, which has great potential in
medicine, where, for example, medical images can
be analyzed to detect pathologies.

Equally significant is fuzzy logic [31, 32], which
accounts for uncertainty and vagueness in data. This
approach opens up new opportunities for modeling
complex systems where traditional binary solutions
may not be effective.

Logical-linguistic methods [33] also deserve
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attention because they combine logic and language,
allowing for the consideration of human factors and
subjective evaluations during decision-making.

In addition, methods based on artificial neural
networks [32, 34] are becoming increasingly popular
due to their self-learning and adaptive capabilities.
They allow for the modeling of complex
relationships between data, which makes them
extremely useful in medicine for diagnosis,
prediction  of  treatment  outcomes, and
personalization of therapy.

Each of these methods has its own unique
features and advantages that make them useful in
different contexts. In this article, we will consider
them in more detail, analyzing how they can be
implemented in the practice of supporting decision-
making in medical systems and what prospects are
open to them in the context of rapid technological
development.

Let's take a closer look at the most commonly
used methods.

Deterministic methods are used in cases with
clear, deterministic connections between features and
formalized states of objects. These methods are
generally applied at the preliminary classification
stage, where exact algorithms based on rules of the

type
IF <condition> THEN Res1; ELSE Res 2

can provide a high level of accuracy. Deterministic
approaches are also often combined with fuzzy logic
techniques to construct fuzzy rules. In this work,
fuzzy logic methods are used to formalize expert
assessments of the structure of symptom complexes.
This approach also allows for considering subjective
factors that affect the diagnosis.

Probabilistic or statistical methods are based on
mathematical statistics [35]. They are usually applied
in cases where the probabilistic characteristics of the
classes are known or can be determined from the
available training sample. However, it is worth
noting that such methods have certain limitations, as
they require a sufficient amount of data to obtain
adequate estimates, which narrows their scope of
application.

Methods based on pattern recognition theory.
This group of methods includes various techniques
that allow for presenting the results of measuring
object characteristics as points in the space of
diagnostic features. In this space, different classes of
objects should form compact sets. Diagnosis of a
new object is then reduced to calculating its degree

of proximity to each of the classes. Among the most
common methods in this group are the prototype
(standard) comparison method, the k-nearest
neighbor’s method, and the potential functions
method. An important part of implementing these
methods is the model training stage using the training
sample, as well as the classification stage for new
objects, which ensures system flexibility and
adaptability.

These methods are used in this work as a
probabilistic component of the diagnostic decision
rule. The combination of different approaches
enables the creation of a more stable and accurate
system that can operate effectively under conditions
of incomplete or inaccurate information, which is a
common occurrence in medical practice. This opens
new horizons for the development of decision
support systems that can significantly improve the
quality of medical services and assist doctors in their
work.

PURPOSE AND OBJECTIVES OF THE
RESEARCH

The purpose of the work is to develop a
heterogeneous ensemble classifier that takes into
account both the expert and probabilistic
components of the diagnosis process.

To achieve the goal, the following tasks are
solved:

— to develop a mathematical model of a
heterogeneous ensemble classifier, in which the
basic models are classifiers using methods based on
pattern recognition theory and expert information on
the structure of the symptom complex;

— to carry out the formalization of expert
information for quantitative and binary diagnostic
signs and, on its basis, to develop a standard model
for each class of the disease, based on the
conclusions of experts regarding the structure of
symptom complexes;

— to develop scenarios for the joint use of
methods based on the analysis of the training sample
and the formalization of expert information on the
structure of the symptom complex;

— to develop system software architecture and
perform testing based on real medical data.

DEVELOPMENT OF A HETEROGENEOUS
ENSEMBLE CLASSIFIER MODEL

The combination of individual classifiers
through ensemble methods of machine learning is
one of the most effective ways to reduce the impact
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of random errors or shortcomings of individual
classifiers, as well as to increase the accuracy of
diagnostics in various fields of application [36, 37].
Today, there are various methods of aggregation,
among which bagging (Bootstrap Aggregating),
boosting, and stacking stand out [38, 39]. These
methods achieve significantly better results than
using base models individually, thanks to their
ability to combine the advantages of several models.

Bagging, in particular, involves creating
multiple random subsamples of data through
repeated sampling. Different models are trained on
each of these subsamples, and the results of their
predictions are combined to form a final conclusion.
This method not only reduces variability but also
makes the model more resistant to random errors.
Thanks to this strategy, even if one of the models
does not work quite correctly, the others can
compensate for its shortcomings.

Boosting, in turn, is based on the idea of
sequential training of models. Each new model
focuses on the mistakes made by previous models.
This approach greatly reinforces the importance of
correct forecasting, especially in cases where the
data contain extreme or anomalous values. Thanks
to this, boosting ensures high diagnostic accuracy,
which is critically important in fields such as
medicine, where even minor errors can have serious
consequences.

Stacking is another powerful strategy that
combines the predictions of different models using
meta-models that are trained on the outputs of the
underlying models. This strategy allows you to
efficiently combine the results of different
classifiers, taking into account the diversity of their
predictions. However, it should be noted that it
requires significant computing resources and
complex parameter tuning, which may become a
certain obstacle to its wide implementation.

Homogeneous ensembles consist of classifiers
of the same type that are trained independently on
different training samples. The results of these
classifiers are combined to obtain a final prediction.
This approach provides some simplicity in
implementation and understanding but can limit the
variety of models, which can affect overall accuracy.

Heterogeneous ensembles, on the contrary,
combine different methods of machine learning.

This allows various aspects of the data to be
considered, as different algorithms may have
different strengths and weaknesses. This approach
opens up possibilities for more detailed analysis and

improvement of the overall performance of the
model. For example, one algorithm may be more
effective at detecting certain patterns, while another
may be better at handling noise in the data.

Thus, it is advisable to develop a heterogeneous
ensemble classifier for the implementation of the
above-mentioned approaches when making a
computer diagnosis in decision support systems.
Such a classifier can become an effective diagnostic
decision rule that will improve the accuracy and
reliability of medical predictions. Thanks to the
combination of different machine learning methods,
it is possible to leverage their strengths and reduce
the risk of errors, which, in turn, will contribute to
improving the quality of medical services and
enhancing treatment outcomes.

To develop a heterogeneous ensemble classifier
as part of a computer system for supporting
diagnostic  decision-making in medicine, let's
consider several basic models that can be used as
probabilistic components.

The method of comparison with the prototype is
an effective approach for the analysis of quantitative

characteristics when the classes Q| (m=1,_M )

form compact sets of objects having a spherical
shape in the functional space of features. This
method is particularly useful in situations where the
data can be adequately described by geometric
characteristics.

In this method, each class Q, (m:l,_M) is

represented by the model of its prototype ™ which
is chosen as the geometric center (centroid) of the
class. At the training stage, the coordinates of each
prototype are calculated based on the training
sample of objects belonging to the corresponding
class, according to the formula:

Ximr=igxij’(i=ﬁ), (m=1M), (1)
m j=1

where x{"" is the i-th coordinate of the prototype of

the class m; n_ is the number of objects of the class

m in the training sample; xij is the i-th coordinate of

the j-th object of the class m in the training sample; p
is the size of the coordinate space (the number of
diagnostic features); M is the number of classes into
which unknown objects are classified (the number of
diseases diagnosed in this field of medicine).

This formula allows you to find the average
value of each feature for all objects in the class,
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which determines the position of the prototypes of
each class in the feature space.

At the stage of classification, the new object o is
compared with standards o™ of all classes Q. For

this, various metrics can be used, such as Euclidean
or Manhattan distance, cosine similarity, etc. For the
e nested distance between the object » and each of
the standards ™ the measure of closeness

R(w,»™) is calculated by the formula

R@.0™) =[S0 %" ¥, (m=1M), @)

where x°"is the i-th coordinate of the reference

object of the class m; x”is i-th coordinates of the

object to be classified; p is the size of the coordinate
space (the number of diagnostic features); M is the
number of classes into which classification is
performed.

Based on the selected metric, the closest
standard is determined, and the new object is
classified according to the class Q, to which this

standard belongs

R(w, ") = mrgILM R(w, 0™, (3)

where R(w,»™") is the distance between the object

mr

@ and the prototype »™ of the class €, which is

calculated according to expression (2).

The Fix-Hodges method, also known as the k-
nearest neighbor’s method, is a popular
classification algorithm that is actively used in cases
where the class structure is complex and far from
spherical. This method is based on the hypothesis of
the continuity of the multidimensional density of the
distribution of classes in each local region of the
feature space. The main essence of this method is to
determine a certain predetermined number k of
objects of the training sample closest to the
unknown object (in the selected metric), which are
called "nearest neighbors". The unknown object ®
belongs to the class whose number of representatives
prevails among these k neighbors. The value of k is a
positive integer, which is wusually small. For
example, if k =1, then the object is simply assigned
to the class of this single nearest neighbor, which
simplifies the classification process.

Implementation of the method. The method
implementation process consists of several main
stages. First, the distances between the unknown

object @ and all the objects of the training sample,

which represent the set of all classes Q_ (m=1,M ),
are determined:

R@.0)= S0 g (=1N). @

where N is the size of the training sample.

After that, the found distances are ranked in
ascending order, and the first k elements are selected
as the “nearest neighbors”. The class Q, is

determined among these neighbors, the number of
representatives of which predominates among the
selected k “nearest neighbors”. Thus, the unknown
object @ belongs to class Q,, and this classification

process is both intuitive and effective.

Since the method uses a distance function for
classification, if the features represent different
physical units or have very different scales, it is
necessary to normalize the training data. This
prevents situations where some features may
disproportionately influence the outcome due to
their magnitude.

Additionally, there is the possibility of assigning
weight values to the contributions of neighbors,
allowing the influence of closer neighbors to be
greater than that of those farther away. For example,
each neighbor can be assigned a weight
a; =1/R(w,w;), where R(w,w;) is the distance to

the neighbor, which is calculated according to (4).
This approach improves classification accuracy,
because the nearest neighbors, which are more
relevant for classification, will have a greater
influence on the final result than those farther away.

Therefore, the k-nearest neighbor’s method
demonstrates its versatility and effectiveness in
various fields of application, including medical
diagnostics. Its ease of implementation and high
performance at the same time make it a popular
choice among researchers and practitioners in the
field of machine learning.

The potential function method is an effective
approach to object classification, based on using a
potential function to determine an object’s
membership in a particular class. In this method, a
positive, monotonically decreasing distance function
serves as the potential function, characterizing the
likelihood of an object belonging to a particular
class. This function has a form that is analogous to
the electric potential ¢ . Examples of such functions

can be various mathematical expressions that allow
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describing the potential as a function of distance.
Formally, the potential can be described as
follows:

Ny

¢7m(R(CO, Wy, )= Z

i=1

sin(aR (o, o, )2)

aR(w, o, )2

—aR (@, o, )2

on(R(@.0p ) = Yo )
i=1

N 1
or o (R(@,0p,)) = EW

where R(w, @y, ) is the distance between the

source point, which represents the object
oy 1=1,N,, of the class Qm, m=1M and the

sink point ®, where the potential is calculated,
Nm is the volume of the training sample of class
Qm; M is the number of classes into which
classification is performed.

An important element of this expression is the
weight coefficient «  which satisfies the
condition >0. This coefficient characterizes the
rate of decrease of the potential ¢(R) with distance

determining how quickly the potential decreases
with distance from the source.

In this case, the points-sources of the potential
are the objects that belong to the classes €, and the

receiver point is the object @ that is subject to
classification. It is important to note that the object
@ Wwill be assigned to the class Q, for which the

total potential calculated according to (5) will be
maximum. This means that the potential function
method enables accurate classification of an object
based on the distribution of potentials generated by
other objects within the training sample. Using
potential functions allows for modeling various
aspects of distance and neighbor influence, which
can lead to more accurate and reliable classification.

The Ficks—Hodges method and the potential
function method are powerful tools for object
classification, especially in scenarios where the data
structure is complex and multidimensional. These
methods allow taking into account the local structure
of the data and provide an efficient approach to
classification in a multidimensional feature space.
They not only complement classical methods of
classification but also open up new opportunities for
research and application in various fields where
classification is an important component of the
decision-making process.

CONSIDERATION OF EXPERT
INFORMATION ON THE STRUCTURE OF
SYMPTOM COMPLEXES

The structure of the symptom complex is a
reflection of the opinion of experts about a specific
diagnosis developed by several generations of
doctors. Information about the symptoms of diseases
in a non-formalized form is given in various medical
handbooks [40].

The symptom complex consists of different
types of symptoms, which can be categorized as
follows:

— Pathognomonic symptoms: These are
symptoms that clearly indicate the presence of a
specific disease and serve as definitive markers.

— Specific symptoms: These symptoms occur
only in certain diseases but are not unequivocal
indicators on their own.

— Non-specific symptoms: These symptoms may
be characteristic of multiple diseases and do not
point to a specific illness.

The structure of the symptom complex reflects
the opinions of experts regarding a specific
diagnosis. The impact of each symptom is calculated
based on the linguistic variables that describe the
corresponding symptoms (e.g. “high temperature” or
“high blood pressure”).

Each symptom x; is assigned an expert rating

which indicates its significance in the symptom
complex.

These ratings take the following values:

e, — for pathognomonic symptoms;

e, — for specific symptoms;

e, — for non-specific symptoms;

e, — for indicators that do not belong to the
syndrome of this disease.

At the same time, inequality is valid

(6)

3
eg=€ =6, >e;, e =1.
i=0

Let's formalize the experts' opinions regarding

the structure of the symptom complex in the creation

of an ensemble classification method. When

diagnosing, doctors often rely on the concept of
normality for each symptom.

The dynamic range of symptom values is

divided into three categories: “below normal”,

“normal”, and “above normal”. Similarly, binary

features are defined, where linguistic variables are
denoted by the terms “symptom is present” or
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“symptom is absent”.

Therefore, each pathological syndrome (the
prototype for each class) is determined by diagnostic
symptoms x;, each of which takes on the value of

the corresponding linguistic variables. Descriptions
of typical sets of symptoms, together with variants
of linguistic variables, form a formalized expert
evaluation of the prototypes for each disease class.

If the values of the dynamic range for all
diagnostic features and the threshold values of
“norms” are known, the centers of these ranges
(“below normal”, “norm”, “above normal”) serve as
a quantitative representation of the prototype o™ of
the class Q,,, based on the conclusions of experts

about the structure symptom complex, and not on
training data. These prototypes can be used as base
models in a heterogeneous ensemble classifier.

Let's consider two scenarios of the joint use of
methods based on the analysis of the training sample
and the formalization of expert information on the
structure of the symptom complex.

Scenario 1: Aggregation of base models' results.
In the classic stacking ensemble classifier diagram,
the classification results of different models are
combined through a meta-model. For each class Q,,

(m=1,M), basic classification models are created
based on the analysis of the training sample and
expert assessments of the symptom complex
structures. Classification of new objects is carried
out by each base model according to the algorithms
described above. If the classification results of
different models differ, the results are aggregated
and the final diagnosis D, is formed by weighted
voting.

Scenario 2: Aggregation of models in the
prototype comparison method when determining the
coordinates of class prototypes. The results of
calculating the coordinates of class prototypes by
different models are aggregated. For each class Q,

(m=1,M) separate prototypes are created (o™

based on the training sample and »™ based on
expert assessments).

The coordinates of the prototype of the meta-
model are calculated according to the formula:

X" =kx" kX", (i=1p), (m=1M), (7

where k; >0, Zki =1, i=12 are the weighting

coefficients corresponding to the confidence in the
training sample k, and in the expert assessment k,

respectively.

The end-user expert should be able to adjust
these values at their discretion and under their
responsibility.

After training the meta-model, new objects are
classified using the standard algorithms of the
prototype comparison method by (2) and (3). The
final diagnosis provided by the ensemble classifier
serves as a decision support tool, ultimately aiding
the physician in making the final diagnostic
decision. Considering expert information on the
symptom complex structure and the use of various
classification methods allows for the creation of a
more reliable and accurate heterogeneous ensemble
classifier. This combination of expert opinion and
statistical methods opens up new opportunities for
improving the diagnostic process in medical
practice.

IMPLEMENTATION OF THE DECISION
SUPPORT SYSTEM AND TEST
VERIFICATION

Based on the analysis of modern information
technologies and tools, the methods of implementing
the decision-making support system have been
substantiated. The most attractive tools for software
development today are those that enable to building
of applications with cross-platform capabilities at
the runtime level. This is especially important given
the wide variety of platforms and operating systems
in use today. Leaders in this field are powerful
platforms such as .NET from Microsoft and Java
from  Oracle  Corporation  (formerly  Sun
Microsystems). These technologies offer developers
a wide range of opportunities to create effective
solutions.

The Windows operating system (OS) occupies
nearly 90 % of the market for personal computer
operating systems, emphasizing its popularity and
importance in the field of information technology.
Therefore, the Windows operating system was
chosen as the foundation for our system. In
addition, its APIs (application programming
interfaces) provide the necessary capabilities to
build an intuitive and functional application
interface. Considering the economic component and
the availability of the latest versions of runtime
environments for most modern platforms such as
Windows, UNIX, and Linux, Java was chosen as the
main development platform.

This programming language allows for direct
use of the Windows system API and provides
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flexible memory management capabilities, which are
critical for the efficient functioning of the system.
Java also has a large number of libraries that
simplify working with graphical user interfaces,
which significantly enhances developers'
productivity. MySQL, a popular and powerful
solution for data storage and processing, was chosen
as the database design tool for our system.

Based on the analysis of the subject area, the
requirements for the functional capabilities of the
system are formulated, which should ensure the
following tasks:

— working with the database;

— formation of basic models of classifiers and
meta-models of a heterogeneous ensemble classifier;
— implementation of the diagnosis procedure.

The system assumes the role of a user physician
who will use the system to perform a diagnostic
procedure, an expert physician who forms expert
information on the structure of symptom complexes,
and an administrator who performs system
debugging and prepares all necessary data structures.

The architecture of the decision support system
software has been developed. In the development of
the software, the main templates for constructing the
project were identified. Each design pattern is used
to solve specific tasks. In recent years, the MVC
(Model-View-Controller) design pattern has gained
popularity, which divides the system into three parts:
the data model, the data view, and the controller. It
is used to separate data (the model) from the
interface (the view) so that changes to the interface
minimally impact data handling, while changes to
the data model can be made without altering the
interface. The purpose of the pattern is to enable
flexible software design, which should facilitate
further changes or extensions of programs and
provide the possibility of reusing individual
components of the program. In addition, the use of
this pattern in large systems leads to a certain order
in their structure, making them more understandable
by reducing complexity.

In the decision-making support system based on
the developed heterogeneous ensemble classifier,
mandatory components can be distinguished: the
system kernel (which must ensure data handling,
knowledge generation, and diagnostics), the
database, and the user interface (following the MVC
pattern in architectural terms). The simplified
structure of the system is presented in Fig. 1.

The database stores data about patients, medical
institution personnel, the structure and content of
examinations, and the system's knowledge base.

The kernel consists of Java classes grouped into
packages based on their functions, forming the main
subsystems:

— the data management subsystem represents
data from the database as Java-class objects of the
system;

Presentation
level

User interface

1
1
Model i };gror‘r’]";tei‘é%e < »|  Diagnostic
level | subsystem
i subsystem
1
1
|
i Data
! management
! subsystem
! Kernel
| Y
I_____________‘————"— ————————————————
Data
level
Database

Fig. 1. System component interaction
diagram
Source: compiled by the authors

— the knowledge formation subsystem constructs
sequences of sets of diagnostic features and
diagnosable states, along with a formalized structure
of symptom complexes;

— the diagnostic subsystem includes classes
implementing descriptions of base models and the
meta-model of the heterogeneous ensemble classifier
and providing a diagnosis for the proposed
diagnostic object.

The kernel interacts with the user interface,
which allows system debugging and operation. The
training sample data are stored in the MySQL
database.

A training sample consisting of 200 patients was
created to test the developed classifier. The
diagnostic features consisted of 9 indicators from
clinical blood and urine tests (Table 1).

These signs are used to diagnose breast diseases
(Table 2).
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Table 1. Diagnostic indicators of clinical tests

. Unit of Norm
Sign measurement Lower Upper
limit limit

Urine acidity pH 5 7
Density g/l 1.010 1.025
Protein g/l 0 0.033
Glucose umol/l 0 1
Ketone bodies umol/l 0 0.5
Erythrocytes pumol/l 0 2
Leukocytes umol/l 0 5
Blood acidity pH 7 7.35
Erythrocyte 2 15
Sedimentation mm/hour
Rate (ESR)

Source: compiled by the authors

Table 2. Structure of the training sample

Number
Code | ICD-10 Name of female
patients
D1 N60.0 Breast cyst 20
D2 N60.1 Mastopathy 40
D3 D17 Lipoma 60
D4 N60.2 Fibroadenoma 30
DO 0 Practically healthy 50

Source: compiled by the authors

The results of the diagnostics are presented in
Table 3.

Table 3. Diagnostic results

Diagnostic results
Number
Code | of female PX) #) Q
patients Nloo INTo | N 1o
D1 40 35| 87 | 34|85 | 38|95
D2 60 54| 90 [ 53|88 | 56 | 93
D3 20 17185 | 17| 85| 19 | 95
D4 30 26 | 87 | 24|80 | 26 | 87
DO 50 451 90 [ 47 | 94| 49 | 98
Total 200 177| 88 [175(87.5| 188 | 94

Source: compiled by the authors

In Table 3, the following notations are used:
P(x) — the results of applying the method of

comparison with the prototype;
u(x) — the results of using deterministic logic

by interpreting the symptom complex in terms of
fuzzy logic;

Q — the results of the work of the developed
classifier;

N — the number of correctly identified objects;

% — percentage of the total number of correctly

identified objects.
In expression (7), the weighting coefficients
have the same weight, i.e., k, =k, =0.5.

According to the data in Table 1, the share of
correctly classified objects according to the results
of clinical analysis in the diagnosis of diseases of the
mammary gland by the method of comparison with
the prototype is 88 %, according to deterministic
logic is 87.5 %, and the use of the developed
classifier is 94 %. These results confirm the
functionality and effectiveness of the developed
diagnostic method.

CONCLUSIONS AND PROSPECTS FOR
FURTHER RESEARCH

This work substantiates the need for the
synthesis of a heterogeneous ensemble classifier for
medical diagnosis, which combines two methods of
forming diagnostic conclusions: a probabilistic
approach based on the analysis of training samples,
and a method based on the formalization of expert
knowledge about the structure of symptom
complexes.

A mathematical model of a heterogeneous
ensemble classifier has been developed, in which the
basic models are classifiers using methods based on
pattern recognition theory, namely: the method of
comparison with the prototype, the method of k-
nearest neighbors, and the method of potential
functions.

As a basic model, which uses expert information
on the structure of the symptom complex, its
formalization was carried out in the case when the
dynamic range of values of diagnostic signs can be
represented by a linguistic change that takes the
following values: “below normal”, “norm” and
“above normal” and the threshold values of these
ranges are known, or “feature present” or “feature
absent” for binary features. The description of
typical sets of diagnostic features together with
variants of linguistic variables forms a formalized
expert evaluation of standards for each disease class
by calculating the average values of these ranges,
which serve as a quantitative representation of the
standard of each disease class, based on the experts'
conclusions about the structure of the symptom
complex, and not on training data.

Two scenarios of the joint use of methods based
on the analysis of the training sample and the
formalization of expert information regarding the
structure of the symptom complex are considered:

1) According to the classic diagram of the
stacking ensemble classifier, the classification
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results from different base models are combined
through the meta-model using weighted voting.

2) Aggregation of models in the method of
comparison with the prototype when the coordinates
of the class prototypes are determined. Separate
prototypes are created for each class based on the
educational sample and based on the formalization
of expert evaluations. The coordinates of the
prototypes of the meta-model are calculated by their
weighted sum, in which the weighting coefficients

The architecture of the system software has been
developed, and test verification has been carried out.
The results of testing conducted based on real
medical data confirmed the functionality of the
developed approach and demonstrated the
effectiveness of the diagnostics.

Further research will aim to apply the developed
decision rules not only to quantitative parameters but
also to a variety of diagnostic data, including
biomedical signals and images.

correspond to the confidence of the training sample
and the expert assessment, respectively.
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AHOTAIIIS

PoGora mpucBs4eHa BHPINICHHIO aKTyabHOI HAayKOBO-TEXHIYHOI 3ajadi MOOYJOBM MiarHOCTHYHOI CHUCTEMH IiATPUMKHN
MIPUIHATTS pilleHb B MeAUIUHI. . OCHOBOIO IaHOI CHCTEMH € MOZENb PO3POOICHOr0 TeTepPOreHHOTr0 aHCaMOIeBOro KiacugikaTopa,
SIKHH B SIKOCTI 0a30BHX MOJENel peanizye JiBa MAXOIu 10 (OpMyIIOBaHHS AIarHOCTHYHOrO BHCHOBKY. [lepmmii 3 mux migxoniB €
HMoBipHICHUM. BiH IpyHTYeThCS Ha aHaIi3i HaBYANBHOI BUOIPKH 3 TAI€HTIB 3 MiATBEPHKEHUM JiarHO30M, IO J03BOJISIE OLIHUTH
IMOBIpHICT HasIBHOCTI TOT'O UM iHIIIOTO 3aXBOPIOBAHHS HAa OCHOBI HAasBHUX JaHUX. JIpyruif miaxix — eKCHepTHHH, SKui 0a3yeThCs Ha
HasiBHIM eKcHepTHii iH(popMamii mpo CTPYKTYpy CHMIITOMOKOMIUIEKCIB, SIKI XapaKTepU3YyIOTh KOXKHE OKpEeMe 3aXBOPIOBAHHS.
BaxnuBo 3a3Ha4NTH, 110 OOHMBA IIi MiJXOAN PO3IIISAAIOTE OHY 1 Ty )X IPOOIeMy 3 pi3HHX TOYOK 30pY, 1 X CITiIbHE BUKOPUCTaHHS €
Ha/[3BUYAIHO TEPCIIEKTUBHUM JUIS PO3BHTKY €(DeKTHBHHMX MIarHOCTHYHMX CHCTEeM. MeTa IbOro JOCIHIIKEHHS IIOJSrae B CHHTE3I
reTeporeHHoro ancamoOieBoro kiacudikaropa, skuil iHTErpye K €KCIepTHY, TaK i HMOBIPHICHY CKJIaJIOBY IIPOLECY IOCTaHOBKU
niarHo3y. Y paMKax IOCITI/DKEHHS OyjI0 IPOBENEHO aHalli3 PI3HUX METO[IB MIarHOCTHKH, IO BHKOPHCTOBYIOTHCS JIIKapsSMH
BiJIIIOBIJTHO JI0 Cy4acCHMX BHMOT JIOKa30BOI MEIHUIMHU. TakoX OyJ0 pO3IIISTHYTO METOAW ITOOYIOBH JiarHOCTUYHHX BUPIIIAIBHAX
MIPaBUJI y CHCTeMax MiATPHMKHN IPUHHATTS MeIUYHMX pimeHs. Ha ocHOBI mux nocmipkeHb Oyna po3podiieHa MaTeMaTHIHA MOJIENb
TeTepOreHHOro aHcaMOJeBOro Kiacudikatopa, i Oyno oOrpyHToBaHO BHOIp HOro CKIagoOBHX YacTHH. Y SKOCTI MMOBipHICHOI
CKJIQJIOBOI B JIaHii crcTeMi Oynm oOpaHi ITMPOKO BXXUBaHI METOIHM Kiachdikaii, 30kpeMa MeToJl HOPIBHAHHS 3 eTanoHoM, Meron K-
HaHOMMKUMX CyCiliB Ta MeTox MoTeHUiHuX (yHKuii. ExcrepTHi 3HaHHS, fKi CTOCYIOTBCS CTPYKTYPH CHMIITOMOKOMILIEKCIB,
(OpMaITI3yIOTECS IIUITXOM BUPAKEHHST CHMIITOMOKOMITIEKCIB KOXKHOI'O 3aXBOPIOBAHHS Y BHTJISII YHCIIOBHX iHTepBaiiB. [Ipn oMy
BHUKOPUCTOBYIOTBCS JTIHTBICTHYHI 3MiHHI, III0 MOXXYTh MaTH 3HAa4YeHHs “HIK4Ye HOpMH~, “HOopMa” abo “Bumie HopMmnu”. Po3risHyTi
pI3HOMaHITHI BapiaHTH arperamii pi3HOTMHHMX 0a30BUX MoJelied B Mekax TI'eTepOreHHOro aHcamOieBoro kiacudikaropa. lle
JI03BOJIsAE 30epiraTu repeBark KOXHOro 3 METOIB Ta Ii/IBUIILYBATH 3arajibHy TO4YHICTh Kiacudikauii. bynu chopmynboBaHi BUMOru
10 (QYHKIIOHAJIBHUX MOXJIMBOCTEH PO3POOJICHOI CHCTEMH, BM3HAYEHO 3aCO0M NMPOEKTYBaHHS, a TAKOX OCHOBHY miatdopmy s
po3pobku — Java, i cucteMy ympaBiiHHA 0azamu gaHux — MySQL. BukoHaHO NMpoekTyBaHHS CHUCTEMH MIATPUMKH TPHUAHSTTS
pillleHb Ta BUKOHAHO KOMIUIEKCHY HEpeBipKy po3poOJICHOI CHCTEMH Ha PEaIbHUX MEAWYHMX JaHWX. Pe3ynpTaTH IUX NepeBipok
miaTBep AN €()eKTUBHICTD POOOTH CHCTEMH.

KorouoBi cioBa: menmuHa JiarHocTuka; aHcamOneBuil kiacugikarop; 06azoBa Mopeinb; WMOBIpHICHHH Kiacu(ikaTop;
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ABOUT THE AUTHORS

Anatoliy I. Povoroznyuk - Doctor of Engineering Sciences, Professor, Department of “Computer Engineering and
Programming” National Technical University “Kharkiv Polytechnic Institute”, 2, Kyrpychova Str. Kharkiv, 61002,
Ukraine

ORCID: https://orcid.org/0000-0003-2499-2350; ai.povoroznjuk@gmail.com. Scopus Author I1D: 55225664000
Research field: Methods and algorithms for processing experimental data in medicine; processing of medical signals
and images; synthesis of decisive rules based on structured models; design of decision support systems in medicine;
computer architecture, design of specialized computer systems

IloBopo3Hok AHaTtoJiii IBaHOBMY - JOKTOp TEXHIYHMX Hayk, npodecop, npodecop kadenpu Komm roTepHoi
imKkeHepii Ta mporpamyBaHHs. HauioHanbHUi TexHiYHUIT yHiBepcHTeT «XapKiBChbKMH MOJNITEXHIYHUH IHCTHTYT»
Bys1. Kupninuosa, 2. Xapkis, 61002, Ykpaina

Oksana A. Povoroznyuk - PhD (Eng), Associate Professor, Computer Engineering and Programming Department,
National Technical University “Kharkiv Polytechnic Institute”, 2,Kyrpychova Str. Kharkiv, 61002, Ukraine

ORCID: http://orcid.org/0000-0001-7524-5641 povoks76@gmail.com. Scopus Author ID: 55817007400

Research field: Methods and algorithms of multi-criteria selection of alternatives in medicine; decision-making
support systems for diagnostic and therapeutic measures

IloBopo3Hiok OkcaHa AHATOJIIBHA - KaHIUIAT TEXHIYHUX HAyK, JOLEHT, aoueHT kadenpu Komm rotepHoi
imKkeHepii Ta mporpamyBaHHs. HauioHanbHUil TexHiYHUIT yHiBepcUTeT «XapKiBChKHW MOJNITEXHIYHUH IHCTHTYT»
Byn. Kupnnuosa, 2. Xapkis, 61002, Ykpaina

Anna E. Filatova - Doctor of Engineering Sciences, Professor, Department of “Computer Engineering and
Programming” National Technical University “Kharkiv Polytechnic Institute”, 2, Kyrpychova Str. Kharkiv, 61002,
Ukraine

ORCID: https://orcid.org/0000-0003-1982-2322; filatova@gmail.com. Scopus Author ID: 56448583600

Research field: Morphological analysis of medical signals and images; methods and algorithms for processing
experimental data in medicine; pattern recognition theory; design of decision support systems in medicing;
probability theory and mathematical statistics

®inaroa 'anHa €BreHiBHa — TIOKTOp TEXHIYHUX HayK, mpodecop, npodecop kadenpu Komm roTepHoi imxeHepii
Ta mnporpaMmyBaHHs. HallioHadbHUII TeXHIYHMH YHiBepcHTET «XapKiBCbKMU MOJMITEXHIYHMH IHCTHTYT» BYIL
Kupnuuosa, 2. Xapkis, 61002, Ykpaina

ISSN 2663-0176 (Print) Methodological principles of 383
ISSN 2663-7731 (Online) information technology


http://orcid.org/0000-0002-4078-3519

