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ABSTRACT
This paper addresses the challenge of aligning the competences of data specialists with skills in demand on the labour market in the rapidly evolving field of data science. Using an open dataset of three thousand seven hundred and forty-four IT job postings, the study applies K-means clustering to identify key skill groupings for data specialist positions. The optimal number of clusters is determined using the elbow method, resulting in four distinct clusters: Data Analyst & Engineer, Data Platform Engineer, Data Science & Engineering Specialist, and Cloud Data Engineer. The research methodology employs unsupervised learning techniques, specifically K-means clustering, to analyze the distribution of skills across job postings. The clusters are visualized using t-distributed Stochastic Neighbor Embedding (t-SNE), providing insights into the relationships between different skill sets. The study reveals that job titles do not always unambiguously define the required skills, emphasizing the importance of focusing on specific skill sets rather than job titles alone. To bridge the gap between specific subject competences academic programs and industry requirements, the paper proposes a novel approach for comparing the proportion of skills in job clusters with the proportion of professional competencies in academic programs. This method is demonstrated using the Information Systems and Technologies Master's program at Kherson State University as a case study. The chi-square test is applied to confirm the statistical similarity between the skill structure of the Data Science & Engineering Specialist cluster and the competency structure of the academic program. The findings highlight the importance of continuous adaptation of profile of academic program to meet evolving industry needs. The proposed approach provides a data-driven framework for universities to align their programs with labor market demands, potentially improving graduate employability in the data science field. The study also underscores the need for personalized learning paths that can be tailored to individual career goals and skill gaps. Future research directions include the development of an artificial intelligence system to form individualized educational trajectories based on the skills required for specific job clusters. This could further enhance the alignment between education and industry needs, preparing students more effectively for the dynamic data science job market.
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INTRODUCTION
The dynamic nature of labour market demands, especially in engineering fields, requires continuous skill development for learners to remain employable [1], [2]. Open Educational Resources (OER) are a valuable source of learning materials that can be used for personalized learning [3].
AI and data mining techniques can be used to analyze job vacancies and extract skill requirements for specific occupations [4], [5], [6]. AI-driven recommender systems can match learners with relevant OER content based on extracted job skill requirements and individual learning goals. These 
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systems face challenges such as cold start issues for new users or elements, and the need for accurate content quality assessment. Topic modelling and metadata analysis can be used to categorize and assess the quality of learning resources [7].
The purpose of the paper is to develop an approach to match the specific subject competences of data specialists for academic programs with the skills in demand on the labour market, in order to justify the choice of such educational component of an academic program for an applicant, which would allow to prepare the applicant during studies for obtaining the desired data specialist position on the labour market.


This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/deed.uk)

The paper is structured as follows: Section 2 reviews the literature on the requirements of employers in the IT industry; Section 3 describes the research methodology using unsupervised learning in the form of clustering; Section 4 defines the academic program corresponding to the cluster of vacancies; the last section concludes.
RELATED WORKS
In order to create an academic program that meets the needs of the labor market, it is important to identify the IT market skills required by industry for computing students in higher education, using the following steps:
1) analyze job postings and advertisements from online job portals to extract skill requirements for IT positions [4], [6];
2) use text mining and natural language processing techniques to identify key skills and competencies mentioned in job postings [9];
3) use AI and machine learning algorithms to map skills to specific job roles and identify emerging trends in skill requirements [9];
4) conduct surveys and interviews with industry practitioners to understand skill gaps and requirements [10], [11];
5) analyze CVs and profiles of successful professionals in the industry to identify common skills [12].
Next, it is important to provide academic educators and learners with the skills needed in the IT marketplace:
1) develop data-driven frameworks that map industry skill requirements to academic curricula [13];
2) create real-time tools that provide curriculum designers with updates on changing skills requirements [9];
3) implement work-based learning programs to expose students to industry-relevant skills [14];
4) revise and update existing courses based on identified skills gaps [11], [15];
5) offer electives, online courses and mini-courses focused on in-demand skills [15];
6) collaborate with industry partners to incorporate practical, industry-relevant projects into coursework [10];
7) provide personalized learning pathways for students based on their individual skill gaps and career goals [15].
The adoption of Industry 4.0 technologies in the manufacturing sector (that has a constant need for data analysis and interpretation) has led to significant changes in the skills requirements of the workforce. Several studies have examined the growing skills gap in the manufacturing sector:
The skills gap is particularly pronounced for middle-skill jobs, which typically require less than a bachelor's degree [16]. Employers consistently report difficulties in finding workers with the necessary skills and qualifications, indicating a mismatch between workers' skills and employers' needs. In Europe, around 25 % of workers have no or low digital skills, with disadvantaged regions more likely to be negatively affected by automation and AI [17]. Workers will need to develop skills in a range of new digital technologies to fit into Industry 4.0 environments [18]. Several studies in the US highlight the importance of skills that require industry certification, but not necessarily a bachelor's degree [19]. Data science skills are increasingly important in different firms in IT, banks, mobile companies, government organization etc. [20]. There is a growing demand for interdisciplinary talent that has both core manufacturing skills and data science skills. Current manufacturing education and training programs do not fully address the data science skills gap [21].
Existing studies reveal several limitations of existing research [22]:
1) many studies rely on surveys and interviews, which may not fully reflect the comprehensive state of the labour market;
2) most research focuses primarily on employer demand data, neglecting the skills offered by the current and future workforce;
3) there is a lack of comprehensive studies covering different aspects of Industry 4.0, such as cyber manufacturing, cloud computing and sensor engineering;
4) few studies have conducted a data science-specific skills gap analysis of the current manufacturing job market.
The review highlights the need for a more comprehensive, data-driven analysis of both the demand and supply sides of the manufacturing labour market, with a particular focus on data science and Industry 4.0-related skills.
Data science skills in high demand in manufacturing include [23]:
– programming languages (SQL, Python, Java);
– big data processing tools (Apache Hadoop, Apache Spark);
– cloud platforms (AWS and Microsoft Azure);
– machine learning and AI.
Key domain knowledge areas identified as important include artificial intelligence, statistics and algorithms, big data analytics, machine learning, data engineering in different subject domains [24]. Research suggests that there is often a mismatch between the skills/knowledge of the current workforce and what employers require. Education programs and workforce training initiatives need to be updated to address these gaps. There is also an emphasis on the need for continuous learning and upskilling of the workforce to keep pace with technological change [25]. Overall, the literature highlights the critical importance of data science skills and knowledge for the future manufacturing workforce, while also identifying significant gaps that need to be addressed through education, training and recruitment efforts.
Rapid advances in artificial intelligence are shaping key ideas for a new division of labour between humans and machines and automation, including that many blue colors positions are at high risk of automation in the coming decades [26]. Many middle-class and white-collar jobs are at risk. Tasks that follow explicit rules can be automated, while non-routine tasks that are not sufficiently understood to be specified in computer code are more resistant. Recent advances in AI have enabled the automation of some non-routine cognitive tasks, with the main obstacle being insufficient data for pattern recognition. Creativity and innovation are seen as uniquely human capacities that are most resistant to automation, but some argue that it is only a matter of time before AI becomes creative.
The future may require a shift in education from skills to cultivating uniquely human capacities such as judgement, creativity and innovation. Education should focus on sensing, understanding, managing and creating change, as well as collaborating effectively with AI systems. 
The implications for education include:
1. Cultivating creativity, innovation, judgement and leadership skills that are resilient to automation.
2. Shifting from goal-oriented to purpose-oriented curricula focused on future readiness.
3. Teaching understanding of coding, AI capabilities/limitations and human-AI collaboration.
4. Focus on play and humor in early education to develop creativity.
5. Develop skills to lead human-machine partnerships.
RESEARCH METHODOLOGY
K-means clustering is a supervised learning algorithm designed to cluster data based on its similarity. Unsupervised learning means that there is no specific outcome (number of clusters) to be predicted, and the algorithm tries to find patterns in the data. In the K-means method, we need to specify the number of clusters into which we consider it appropriate to divide the data. The algorithm randomly assigns each observation to a cluster and finds the center of each cluster. The algorithm then iterates through two steps:
1) reassigns data points to the cluster whose center is closest;
2) calculates the new centroid of each cluster.
These two steps are repeated until the variation within the cluster can no longer be reduced beyond a certain threshold. The intra-cluster variation is calculated as the sum of the Euclidean distances between the data points and their respective cluster centroids.
We will use an open data set of professions and related skills for Data Specialists [27], consisting of 3744 IT professions ('data engineer', 'data analyst', 'data scientist', 'software engineer'). For each of these professions, requirements are formulated in the form of skills (SQL, Python, Scala/Spark, Data Engineering, AWS, Azure, ETL, Data Analysis, Snowflake, Kafka, Java, Data Modeling, Airflow, Data Warehousing, Machine Learning, DevOps, Kubernetes, Docker, Databricks, Git). For each profession, the requirements profile is defined in the form of binary values (1 – if the skill is included in the requirements of this profession; 0 – otherwise). The first values of this correspondence between professions and skills are demonstrated in Fig. 1 using the Python function head (clustered_job_postings).

[image: ]
[image: ]
Fig 1. Correspondence between professions and skills
Source: compiled by the authors
This dataset shows which skills are available and which are not for each profession.
[image: ]       Exploratory Data Analysis (EDA)
The data consists of job advertisements for Data Specialists with different skill requirements. In order to determine which list of skills of higher education graduates will better facilitate employment for a particular position, we will identify the main types of positions for Data Specialists by clustering these positions.  For K-means clustering, we will use the columns with skills to form clusters using Python. An example of the python code for K-means clustering and finding the cluster centers for Data Specialists positions is shown below (Fig. 2) [28].
[image: ]
Fig. 2. Distribution of requirements for 
          the positions of data specialists
          Source: prepared by the authors [28]
After clustering, we visualize the results of the K-means clustering in Fig. 3 using the t-distributed Stochastic Neighbor Embedding (t-SNE) method. The data points are colored according to the assigned cluster, and the red dots represent the cluster centers. That is, four clusters were identified within the Data Specialists profession dataset (Fig. 4).
[image: ]

Fig. 3. Clustering of Data Specialist positions
Source: compiled by the authors
Let us visualize data clustering by skills using t-SNE method (Fig. 5) [28]. The visualization results are shown in Fig. 2 using t-distributed Stochastic Neighbor Embedding (t-SNE method) as a nonlinear dimensionality reduction method often used to visualize multivariate data in two or three dimensions. It is particularly useful for identifying clusters in data. Thus, the clustering results yielded a distribution of clusters.


Fig. 4. Visualization of Data Specialist position clusters using t-SNE
[image: ]Source: compiled by the authors


Fig 5. Visualization of Data Specialist position clusters
Source: prepared by the authors [28]
Distribution of clusters:
• the yellow cluster (cluster 0) is located on the left side of the graph. It contains several dense groups of points;
• the green cluster (cluster 1) is located on the right side of the graph. It contains the most points and is more scattered than the other clusters;
• the blue cluster (cluster 2) is concentrated at the top of the graph. The points are quite compact;
• the purple cluster (cluster 3) is located at the bottom of the graph. The dots form a dense group.
Density of points:
• some clusters have areas of high point density, indicating greater skill similarity between our data in these areas;
• other clusters, such as the green cluster, have more widely distributed points, which may indicate a greater diversity of skills in this cluster.
Features of clusters:
• clusters can correspond to different skill groups or specializations in our data;
• the yellow and blue clusters may represent groups with very specific skills, given their density and compactness;
• the purple cluster can also represent a highly specialized group, but a slightly larger one;
• the green cluster can cover a broader range of skills or a more general specialization.
Finding the optimal number of clusters
To determine the optimal number of clusters, we apply the elbow method. The graph of the elbow method for determining the optimal number of clusters shows that the inertia (the difference between cluster elements) decreases sharply from 2 to 4 clusters, and then decreases less significantly (Fig. 6). This indicates that the optimal number of clusters is in the range of 3 to 4.
[image: ]Visualization of the elbow method is in Fig. 6.

Fig. 6. Determining the optimal number of clusters using the elbow method
Source: compiled by the authors

The optimal number of clusters using the elbow method is usually chosen where there is an elbow on the graph, i.e. where the decrease in inertia becomes less significant. In Fig. 6, this is the case for four clusters.
Three clusters: Identifies separate groups of Data Engineers and other positions, including Data Analysts and Data Scientists.
Four clusters: It shows an even more detailed division between professions, in particular, separates Data Scientists into different clusters.
Recommendations
1. We can use 4 clusters for optimal clustering. This will provide a more detailed view of the distribution of professions and specializations.
2. If a more detailed segmentation is required, 5 clusters can be considered, but keep in mind that the significance of the decrease in inertia decreases after 4 clusters.
According to Elbow Method for Optimal number of clusters the most significant reduction in the coefficient of inertia, which shows the difference between clusters, occurred when the number of clusters was 4 (Fig. 4), further increase in the number of clusters leads to a slight improvement in the quality of clustering, which led to the choice of 4 clusters. Based on the results of the distribution of positions between the clusters, we obtain the following Table 1.
Table 1. Distribution of positions (professions) between clusters
	Clusters
	Data engineer
	Data analyst
	Data scientist
	Software engineer

	0
	763
	42
	25
	46

	1
	527
	503
	22
	34

	2
	894
	350
	115
	56

	3
	361
	0
	1
	5


Source: compiled by the authors
This table shows that job titles do not always unambiguously define the required skills and competencies of job applicants. And vice versa, job titles with different titles may be similar in terms of the skills they require. This means that a job applicant should first pay attention to the set of skills that he or she must possess in order to be suitable for the desired position.
The distribution of Data Specialists' skills within each cluster is shown in Fig. 7.
[image: ]
Fig. 7. Distribution of Data Specialists' skills across occupational clusters
Source: compiled by the authors
Based on the analysis of the distribution of skills, the following names for the respective clusters were derived (Table 2). 
Based on the obtained clusters of occupations for Data Specialist, a potential applicant for a relevant vacancy needs to determine the appropriate academic program that would allow him/her to obtain the desired position, taking into account the skills in demand in the labour market within the cluster of relevant positions.

Table 2. Description of clusters
	Clusters name
	Cluster description

	Data Analyst & Engineer
	SQL skills (21.9 %) and Data Analysis (19.6 %) dominate, emphasizing the focus on data analytics and database work. Data Engineering (9.8%) and Data Modeling (7.7 %) indicate the importance of engineering tasks related to data management. ETL (7.2 %) demonstrates work with data extraction, transformation, and loading processes, which is an important part of both analyst and data engineer responsibilities. The name reflects the integration of analytical and engineering functions in this cluster

	Data Platform Engineer
	The importance of containerization and orchestration skills: Docker (9.5 %) and Kubernetes (9.4 %). Programming and databases: Python (9.4%) and SQL (9.1 %) are key skills that emphasize the importance of programming and database work. The presence of Kafka (8.8%), Snowflake (8.4 %), Airflow (8.4 %), and ETL (7.2 %) puts the focus on data processing and movement.

	Data Science & Engineering Specialist
	Python (24.3 %) and SQL (18.4 %) skills dominate, highlighting the key role of programming and data processing. Data Engineering (7.2 %), ETL (5%), and Data Modeling (4.8%) skills are related to data engineering and management. Machine Learning (5.8 %) focuses on data analysis and the application of machine learning models. Data Analysis (6.6%) and Data Warehousing (4.4 %) define analytical skills and data warehousing work that complement the technical aspect.

	Cloud Data Engineer
	AWS (15.6 %) and Azure (6.8%) together account for over 22% of requirements, indicating a strong focus on cloud platforms. Programming and data management: Python (14.0 %) and SQL (11.3 %) are the second and third most important skills, highlighting the importance of programming and database skills. A variety of technologies for working with data: Snowflake (4.8 %), Kafka (3.7 %), Airflow (2.7 %) indicate the need to work with modern data processing and analysis tools in a cloud environment. The name reflects a combination of cloud technology and data engineering skills.


Source: compiled by the authors

DETERMINATION OF THE ACADEMIC PROGRAM CORRESPONDING TO 
THE DATA SPECIALIST POSITION CLUSTER
The approach to choosing a position based on a set of skills allows you to build an individual learning path that a job applicant can pursue in higher education institutions, or independently as an informal education on educational platforms (COURSERA. Udemy), whose certificates are recognized by employers, or as part of an internship in the company.
The main idea in choosing an academic program that would allow you to get the desired position in the labour market is to compare the share of skills presented as hard skills requirements in the vacancy cluster with the share of professional competences that are formed within a particular academic program. Next, it is necessary to confirm the reliability of the correspondence of the hard skills of the vacancy cluster to the professional competences of the academic program using the statistical criterion . 
Let us consider the academic program Information Systems and Technologies of the 
Master's level at Kherson State University (Ukraine) (https://ksu24.kspu.edu/s/m69no) in Table 3.
Table 3. Educational components of the Master's degree program in IST
(OC – obligatory/mandatory component/course, EC – elective component/course)
	No.
	Disciplines of the academic 
program
	ECTS

	OC 3
	Formal methods of software engineering
	3

	OC 4
	Management of financial instrument development technology
	3

	OC 5
	Digital currencies and blockchain technologies
	3

	OC 6
	Time series forecasting models for business analytics
	6,5

	OC 7
	Modelling and design of information systems
	3

	EC
	EC 7, EC 8, EC 9, EC 10
	3*4

	OC 4
	Management of financial instrument development technology
	3


Source: compiled by the authors
Let us compare the proportion of skills of cluster 2 Data Science & Engineering Specialist with the professional competences corresponding to this study program. To determine the proportion of professional competences, we will use the number of credits for the educational components. The comparison results in Fig. 8.

[image: ]
Fig. 8. Calculation of shares of skills and 
competences
Source: compiled by the authors
Let us compare the proportion of skills of cluster 2 Data Science & Engineering Specialist with the professional competences corresponding to this study program. To determine the proportion of professional competences, we will use the number of credits for the educational components. The comparison results in Fig. 8.
To test the hypothesis that the actual and expected distributions are not randomly similar, we apply the  test. Steps to calculate  criterion.
1. Calculation of the actual  for each skill category using the formula:
	,
	((1)


where  is skill share,  is competences share of specific subjects,  is average (expected) value between skill and competences share for each category in Fig. 8.
2. Compare the actual value with the critical value: . Since  we cannot reject the null hypothesis. This means that the difference between the actual and expected distribution of skill shares is not significant, and the distance between the shares can be explained by random fluctuations, e.g., these shares are same.
This means that the distribution of specific subject competencies of the Information systems and technology academic program meets the requirements for Data Science & Engineering Specialist cluster and this academic program can be chosen to develop the appropriate skills to obtain the desired position in the labor market.
CONCLUSIONS
The optimal number of clusters was determined based on the open data on data specialist positions, the clustering method and the elbow method: Data Analyst & Engineer, Data Platform Engineer, Data Science & Engineering Specialist, and Cloud Data Engineer. Each of these clusters has a unique combination of 17 to 20 skills for data specialists. In general, clustering allows us to identify the most sought-after groups of data specialists with the most in-demand skills. Based on a comparison of the shares of skills in the profile of specialists in each cluster and the shares of professional competencies in academic programs, an approach to identifying similarities between the requirements of the labor market and the academic program for training data specialists is proposed. An example of applying this approach to the Data Science & Engineering Specialist cluster and the master's degree program Information Systems and Technologies at Kherson State University is presented. Using a statistical criterion, the similarity between the structure of the cluster by skills and the structure of the academic program by professional competences is confirmed. The application of the proposed approach will be useful for higher education institutions when reviewing educational programmes, as the design of the programme will take into account not only the names of labour market positions that graduates can work in, but also the professional competencies in clusters of positions, training in which will allow the graduate to have a better understanding of future requirements from potential employers.
In the future, it is planned to study the formation of an individual educational trajectory for applicants based on the skills they need to develop for employment or advanced training for the labor market, using an artificial intelligence system.
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АНОТАЦІЯ
Стаття присвячена проблемі увідповіднення компетентностей фахівців з даних із навичками, затребуваними на ринку праці в галузі науки про дані, що стрімко розвивається. Використовуючи відкритий набір даних з три тисячі сімсот сорок чотири  вакансій у сфері ІТ, у дослідженні застосовано кластеризацію за методом K-середніх для визначення ключових груп навичок для позицій спеціалістів з обробки даних. Оптимальна кількість кластерів визначається за допомогою методу ліктя, в результаті чого отримано чотири окремі кластери: аналітик та інженер даних, інженер платформи даних, спеціаліст з науки про дані та інженерії, а також інженер хмарних даних. Методологія дослідження використовує методи навчання без учителя, зокрема кластеризацію за методом K-середніх, для аналізу розподілу навичок у вакансіях. Кластери візуалізуються за допомогою t-розподіленого включення стохастичних сусідів (t-SNE), що дає змогу зрозуміти взаємозв'язок між різними наборами навичок. Дослідження показує, що назви посад не завжди однозначно визначають необхідні навички, що підкреслює важливість фокусування уваги на конкретних наборах навичок, а не лише на назвах посад. Для подолання розриву між фаховими компетентностями освітніх програм і вимогами галузі в роботі запропоновано новий підхід до порівняння частки навичок у кластерах робочих місць із часткою фахових компетентностей в освітніх програмах. Цей метод продемонстровано на прикладі магістерської програми «Інформаційні системи та технології» Херсонського державного університету. Тест ксі-квадрат застосовано для підтвердження статистичної подібності між структурою навичок кластеру «Data Science & Engineering Specialist» та структурою компетентностей освітньої програми. Отримані результати підкреслюють важливість постійної адаптації профайлу освітніх програм до потреб галузі, що постійно змінюються. Запропонований підхід надає закладам вищої освіти основу, що ґрунтується на даних, для узгодження їхніх програм з потребами ринку праці, покращуючи можливості працевлаштування випускників у галузі науки про дані. Дослідження також підкреслює необхідність персоналізованих навчальних траєкторій, які можна адаптувати до індивідуальних кар'єрних цілей та прогалин у навичках. Майбутні напрямки досліджень включають розробку системи штучного інтелекту для формування індивідуальних освітніх траєкторій на основі навичок, необхідних для конкретних кластерів робочих місць. Це може сприяти подальшому узгодженню між освітою та потребами галузі, що дозволить ефективніше готувати здобувачів до динамічного ринку праці в галузі науки про дані.
Ключові слова: навички спеціаліста з даних; аналіз ринку праці; метод навчання без вчителя; кластеризація; освітня програма, фахові компетентності
ABOUT THE AUTHORS
	[image: ]
	Vitaliy M. Kobets - Doctor of Economic Science, Professor, Department of Computer Science and Software Engineering. Kherson State University. 27, Universitetska Str. Kherson, 73003, Ukraine
ORCID: https://orcid.org/0000-0002-4386-4103; vkobets@kse.org.ua. Scopus Author ID: 56006224700
Research field: Data Science in Economics; Evolutionary Microeconomics; Robo-Advisor
Кобець Віталій Миколайович - доктор економічних наук, професор кафедри Комп’ютерних наук та програмної інженерії. Херсонський державний ун-т, вул. Університетська, 27. Херсон, 73003, Україна


	[image: ]
	Oleksii V. Gulin - student of the master's degree program on Information Systems and Technology. Kherson State University. 27, Universitetska Str. Kherson, 73003, Ukraine
ORCID: https://orcid.org/0009-0002-9043-5376; gulinleshka@gmail.com
Research field: Business analytics; data science; machine learning
Гулін Олексій Вадимович - студент магістерської освітньої програми Інформаційні системи та технології кафедри Комп’ютерних наук та програмної інженерії. Херсонський державний ун-т, вул. Університетська, 27. Херсон, 73003, Україна


	[image: ]
	Pavlo S. Nosov - Candidate of Technical Sciences, Associate Professor, Head of the Department of Shipboard Computer Systems and Networks. Kherson State Maritime Academy, 20, Ushakov Ave. Kherson, 73000, Ukraine
ORCID: https://orcid.org/0000-0002-5067-9766; pason@ukr.net. Scopus Author ID: 57211927353
Research field: Behavior Models; Human Factor; Navigation
Носов Павло Сергійович - кандидат технічних наук, доцент, завідувач кафедри Суднових комп’ютерних систем та мереж. Херсонська державна морська академія, проспект Ушакова, 20. Херсон, 73000, Україна



image1.png
job_title

SQL Python Scala/

Spark
Data Engineer 2 T 0 0
Staff Data Engineer 1 1 0
Senior Data Engineer, Public Company 1 1 0
Senior Data Engineer, Public Company 1 1 0
Senior Staff Al Data Engineer 1 1 0




image2.png
Data AWS Azuwre ETL Data  Snow-flake

Engineering Analysis
0 0 T 0 0 0
0 0 0 1 0 1
0 0 0 1 0 1
1 0 0 1 0 1
1 1 1 1 0 1




image3.png
Knacrepu3auin Data Engineers 32 HaBU4XaMM 3 BMKOPACTaHNAM tSNE





image4.png
kmeans = KMeans(n_clusters=6, random_state=42)
kmeans . it (X_scaled)
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kmeans = KMeans(n_clusters=4, random_state=20) # You can change the number
kmeans . Fit(x)

# Adding the clustering results to the original DataFrame
df[cluster'] = kmeans.labels_

# Using t-SNE for dimensionality reduction
tsne = TSNE(n_components=2, perplexity=30, random state=20)
X_tsne = tsne.fit_transform(X)

# Adding t-SNE components to the DataFrame
df['tsne-2d-one'] = X_tsne[:, 0]
df["tsne-2d-two'] = X_tsne[:, 1]
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